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ASA Statement on Statistical Significance and P-Values

1. Introduction

Increased quantification of scientific research and a prolifera-
tion of large, complex datasets in recent years have expanded the
scope of applications of statisticalmethods. This has created new
avenues for scientific progress, but it also brings concerns about
conclusions drawn from research data. The validity of scientific
conclusions, including their reproducibility, depends on more
than the statistical methods themselves. Appropriately chosen
techniques, properly conducted analyses and correct interpre-
tation of statistical results also play a key role in ensuring that
conclusions are sound and that uncertainty surrounding them
is represented properly.

Underpinning many published scientific conclusions is the
concept of “statistical significance,” typically assessed with an
index called the p-value. While the p-value can be a use-
ful statistical measure, it is commonly misused and misinter-
preted. This has led to some scientific journals discouraging
the use of p-values, and some scientists and statisticians recom-
mending their abandonment, with some arguments essentially
unchanged since p-values were first introduced.

In this context, the American Statistical Association (ASA)
believes that the scientific community could benefit from a for-
mal statement clarifying several widely agreed upon principles
underlying the proper use and interpretation of the p-value. The
issues touched on here affect not only research, but research
funding, journal practices, career advancement, scientific edu-
cation, public policy, journalism, and law. This statement does
not seek to resolve all the issues relating to sound statistical prac-
tice, nor to settle foundational controversies. Rather, the state-
ment articulates in nontechnical terms a few select principles
that could improve the conduct or interpretation of quantita-
tive science, according to widespread consensus in the statistical
community.

2. What is a p-Value?

Informally, a p-value is the probability under a specified statisti-
cal model that a statistical summary of the data (e.g., the sample
mean difference between two compared groups) would be equal
to or more extreme than its observed value.

3. Principles

1. P-values can indicate how incompatible the data are
with a specified statistical model.

A p-value provides one approach to summarizing
the incompatibility between a particular set of data and

a proposed model for the data. The most common
context is a model, constructed under a set of assump-
tions, together with a so-called “null hypothesis.” Often
the null hypothesis postulates the absence of an effect,
such as no difference between two groups, or the absence
of a relationship between a factor and an outcome. The
smaller the p-value, the greater the statistical incompati-
bility of the data with the null hypothesis, if the underly-
ing assumptions used to calculate the p-value hold. This
incompatibility can be interpreted as casting doubt on
or providing evidence against the null hypothesis or the
underlying assumptions.

2. P-values do not measure the probability that the stud-
ied hypothesis is true, or the probability that the data
were produced by random chance alone.

Researchers often wish to turn a p-value into a state-
ment about the truth of a null hypothesis, or about the
probability that random chance produced the observed
data. The p-value is neither. It is a statement about data
in relation to a specified hypothetical explanation, and is
not a statement about the explanation itself.

3. Scientific conclusions and business or policy decisions
should not be based only on whether a p-value passes
a specific threshold.

Practices that reduce data analysis or scientific infer-
ence to mechanical “bright-line” rules (such as “p <

0.05”) for justifying scientific claims or conclusions can
lead to erroneous beliefs and poor decision making. A
conclusion does not immediately become “true” on one
side of the divide and “false” on the other. Researchers
should bring many contextual factors into play to derive
scientific inferences, including the design of a study,
the quality of the measurements, the external evidence
for the phenomenon under study, and the validity of
assumptions that underlie the data analysis. Pragmatic
considerations often require binary, “yes-no” decisions,
but this does not mean that p-values alone can ensure
that a decision is correct or incorrect. The widespread
use of “statistical significance” (generally interpreted as
“p � 0.05”) as a license for making a claim of a scientific
finding (or implied truth) leads to considerable distor-
tion of the scientific process.

4. Proper inference requires full reporting and
transparency

P-values and related analyses should not be reported
selectively. Conducting multiple analyses of the data
and reporting only those with certain p-values (typi-
cally those passing a significance threshold) renders the
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reported p-values essentially uninterpretable. Cherry-
picking promising findings, also known by such terms as
data dredging, significance chasing, significance quest-
ing, selective inference, and “p-hacking,” leads to a
spurious excess of statistically significant results in the
published literature and should be vigorously avoided.
One need not formally carry out multiple statistical tests
for this problem to arise: Whenever a researcher chooses
what to present based on statistical results, valid inter-
pretation of those results is severely compromised if
the reader is not informed of the choice and its basis.
Researchers should disclose the number of hypotheses
explored during the study, all data collection decisions,
all statistical analyses conducted, and all p-values com-
puted. Valid scientific conclusions based on p-values and
related statistics cannot be drawn without at least know-
ing how many and which analyses were conducted, and
how those analyses (including p-values) were selected for
reporting.

5. A p-value, or statistical significance, does notmeasure
the size of an effect or the importance of a result.

Statistical significance is not equivalent to scien-
tific, human, or economic significance. Smaller p-values
do not necessarily imply the presence of larger or
more important effects, and larger p-values do not
imply a lack of importance or even lack of effect. Any
effect, no matter how tiny, can produce a small p-value
if the sample size or measurement precision is high
enough, and large effects may produce unimpressive
p-values if the sample size is small or measurements
are imprecise. Similarly, identical estimated effects will
have different p-values if the precision of the estimates
differs.

6. By itself, a p-value does not provide a goodmeasure of
evidence regarding a model or hypothesis.

Researchers should recognize that a p-value without
context or other evidence provides limited information.
For example, a p-value near 0.05 taken by itself offers only
weak evidence against the null hypothesis. Likewise, a
relatively large p-value does not imply evidence in favor
of the null hypothesis; many other hypotheses may be
equally or more consistent with the observed data. For
these reasons, data analysis should not end with the cal-
culation of a p-value when other approaches are appro-
priate and feasible.

4. Other Approaches

In view of the prevalent misuses of and misconceptions con-
cerning p-values, some statisticians prefer to supplement or even
replace p-values with other approaches. These include meth-
ods that emphasize estimation over testing, such as confidence,
credibility, or prediction intervals; Bayesian methods; alterna-
tivemeasures of evidence, such as likelihood ratios or Bayes Fac-
tors; and other approaches such as decision-theoretic modeling
and false discovery rates. All thesemeasures and approaches rely
on further assumptions, but they may more directly address the
size of an effect (and its associated uncertainty) or whether the
hypothesis is correct.

5. Conclusion

Good statistical practice, as an essential component of good
scientific practice, emphasizes principles of good study design
and conduct, a variety of numerical and graphical summaries
of data, understanding of the phenomenon under study, inter-
pretation of results in context, complete reporting and proper
logical and quantitative understanding of what data summaries
mean. No single index should substitute for scientific reasoning.
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